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Abstract. The rapid proliferation of public opinion on digital platforms such as YouTube and Detik.com has generated a 

massive volume of data reflecting societal perceptions. However, data processing is often inefficient when conducted 

manually and is typically limited to sentiment classification, failing to provide concrete solutions for decision-makers. 

This study aims to develop an end-to-end cross-platform sentiment analysis system that not only classifies sentiment 

but also generates automated policy recommendations. The methodology employs dynamic keyword-based web 

scraping, and classification using the Convolutional Neural Network (CNN). Furthermore, the system integrates the 

Llama Large Language Model (LLM) to synthesize keyword trends into draft policy solutions. Empirical results 

indicate that the CNN model achieves an accuracy of 81%. The integration of real-time visualization and LLM-based 

policy recommendations effectively bridges the gap between technical data analysis and practical decision-making 

requirements, establishing this system as a relevant and adaptive solution to the dynamics of public issues. 
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Abstrak. Pertumbuhan pesat opini publik di platform digital seperti YouTube dan Detik.com menghasilkan volume data besar 

yang mencerminkan persepsi masyarakat. Namun, pengolahan data tersebut sering kali menghadapi kendala efisiensi 

jika dilakukan secara manual dan umumnya hanya berhenti pada klasifikasi sentimen tanpa memberikan solusi 

konkret bagi pengambil keputusan. Penelitian ini bertujuan membangun sistem analisis sentimen lintas platform end-

to-end yang tidak hanya mengklasifikasikan sentimen tetapi juga menyajikan rekomendasi kebijakan otomatis. Metode 

yang diterapkan meliputi web scraping dinamis berbasis kata kunci, preprocessing, dan klasifikasi menggunakan 

algoritma Convolutional Neural Network (CNN). Selanjutnya, sistem mengintegrasikan Large Language Model 

(LLM) Llama untuk mengekstraksi tren kata kunci menjadi draf solusi kebijakan. Hasil pengujian menunjukkan bahwa 

model CNN mampu mencapai akurasi sebesar 81% dalam mengklasifikasikan sentimen. Integrasi visualisasi real-

time dan rekomendasi kebijakan berbasis LLM terbukti mampu menjembatani kesenjangan antara analisis data teknis 

dan kebutuhan pengambilan keputusan praktis, menjadikan sistem ini solusi yang relevan dan adaptif terhadap 

dinamika isu publik. 

Kata Kunci - CNN, LLM Llama, Analisis Sentimen, YouTube, Detik.com,Web Scraping

I. PENDAHULUAN  

Perkembangan platform digital seperti YouTube dan portal berita daring telah menghasilkan data opini 

publik dalam jumlah besar yang mencerminkan persepsi, kepuasan, dan keresahan masyarakat terhadap berbagai isu 

[1][2][3]. Informasi tersebut memiliki potensi penting sebagai dasar evaluasi dan pengambilan keputusan strategis. 

Namun, besarnya volume data menyebabkan analisis manual menjadi tidak efisien, sehingga diperlukan pendekatan 

otomatis berbasis Natural Language Processing (NLP) untuk mengekstraksi dan menganalisis opini publik secara 

sistematis [4]. Dalam domain NLP, analisis sentimen merupakan metode yang banyak digunakan, dengan pendekatan 

deep learning seperti Convolutional Neural Network (CNN) yang terbukti efektif dalam klasifikasi sentimen teks 

[5][6]. Meskipun demikian, terdapat permasalahan mendasar di mana sebagian besar penelitian masih berfokus pada 

pengelompokan sentimen ke dalam kategori positif, negatif, dan netral, tanpa memberikan interpretasi lanjutan yang 

bersifat solutif [7]. Selain itu, pengambilan data pada penelitian sebelumnya umumnya bersifat statis dan kurang 

adaptif terhadap dinamika isu yang berkembang, padahal opini publik sering muncul berdasarkan kata kunci tertentu 

dalam rentang waktu tertentu [8]. 

Berdasarkan permasalahan tersebut, penelitian ini bertujuan untuk membangun sistem end-to-end berbasis 

website untuk analisis sentimen opini publik yang memungkinkan pengambilan data secara dinamis berdasarkan kata 
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kunci dari YouTube dan portal berita Detik.com [9][10]. Sebagai rencana penyelesaian masalah, data yang diperoleh 

akan diklasifikasikan menggunakan model CNN, kemudian kata-kata yang paling sering muncul pada setiap kategori 

sentimen dianalisis lebih lanjut menggunakan Large Language Model (LLM) Llama untuk menghasilkan rekomendasi 

berupa solusi kebijakan secara otomatis [11]. Pendekatan ini diharapkan dapat menjembatani kesenjangan antara hasil 

analisis sentimen teknis dan kebutuhan pengambilan keputusan yang lebih preskriptif.  

II. METODE 

2.1 Penelitian Terdahulu 

Penelitian terdahulu telah menunjukkan efektivitas arsitektur CNN dalam mengolah data teks dalam skala besar 

di berbagai platform digital. Mengimplementasikan CNN untuk menganalisis komentar YouTube terkait fenomena 

Citayam Fashion Week dan berhasil mencapai tingkat akurasi sebesar 97% [1]. Penelitian serupa menerapkan CNN 

untuk memantau opini publik terhadap bakal calon presiden 2024 melalui komentar YouTube di kanal Mata Najwa, 

dengan hasil akurasi sebesar 91% [2]. Selain itu, pada domain kebijakan kendaraan listrik di platform yang sama juga 

menghasilkan akurasi sebesar 97%, yang mengonfirmasi keandalan CNN dalam menangani data tidak terstruktur[12]. 

Penerapan metode CNN juga mencakup platform media sosial lain seperti Twitter. Memanfaatkan CNN untuk 

mengevaluasi opini masyarakat mengenai kondisi lingkungan hidup di Kota Depok dengan akurasi 86% [6]. 

Sementara itu, keunggulan CNN dalam mendeteksi ujaran kebencian (hate speech) dan emosi di Twitter dengan 

tingkat akurasi yang sangat tinggi, yakni 99% untuk klasifikasi ujaran kebencian[5]. 

 

Dalam hal perbandingan algoritma, ditemukan bahwa penggunaan Word2vec yang dikombinasikan dengan CNN 

memiliki performa yang lebih unggul dibandingkan metode tradisional seperti Logistic Regression dengan selisih 

akurasi mencapai 4,09% [8]. Membandingkan performa CNN dengan LSTM dalam analisis sentimen isu kesehatan 

publik di YouTube, di mana CNN mencatat akurasi tertinggi sebesar 92% [7]. Selain klasifikasi, integrasi model 

bahasa besar mulai dikembangkan untuk sistem layanan informasi, sebagaimana ditunjukkan oleh Pratama dkk yang 

menggunakan model Llama untuk sistem Retrieval-Augmented Generation (RAG) pada informasi hukum pidana 

Indonesia [11]. Hal ini melandasi penelitian saat ini untuk mengintegrasikan klasifikasi CNN dengan LLM Llama 

guna menghasilkan draf solusi kebijakan otomatis berdasarkan tren opini yang berkembang. 

 

2.2 Analisis Gap 

Berdasarkan studi pustaka di atas, terdapat beberapa celah (gap) yang menjadi fokus penelitian ini: 

1. Sistem End-to-End: Mayoritas penelitian terdahulu berfokus pada akurasi model di lingkungan 

pengembangan (offline) dan belum terintegrasi dalam platform interaktif untuk pengguna non-teknis. 

2. Mekanisme Scraping Dinamis: Penelitian sebelumnya umumnya menggunakan dataset statis atau URL 

spesifik. Sistem ini menawarkan fitur scraping otomatis berbasis kata kunci (keyword) untuk YouTube 

dan berita Detik.com beserta filter tanggal. 

3. Visualisasi Real-Time: Masih minimnya platform yang menyajikan hasil analisis dalam bentuk dasbor 

visual interaktif yang mudah dipahami oleh pemangku kepentingan. 

4. Dengan mengintegrasikan filter kata kunci dinamis dan rekomendasi kebijakan otomatis, penelitian ini 

menjembatani kesenjangan antara analisis teknis dan pengambilan keputusan praktis. 
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III. HASIL DAN PEMBAHASAN 

 

 
Gambar 1. Alur penelitian 

 

      Pada Gambar 1, ditampilkan diagram alir (flowchart) yang menggambarkan tahapan metodologi atau arsitektur 

sistem secara berurutan, mulai dari akuisisi data hingga visualisasi hasil. Proses ini terdiri dari lima tahapan utama 

sebagai berikut: 

 

3.1   Pengambilan Data (Web Scraping) 

Data opini diambil secara otomatis menggunakan teknik web scraping dengan dua parameter utama: 

1. YouTube: Pengguna memasukkan kata kunci; sistem mencari 5 video teratas dan mengambil masing-masing 

20 komentar terbaru[13]. 

2. Detik.com: Sistem mengambil artikel berita berdasarkan kata kunci dan rentang tanggal yang ditentukan.  

 

3.2 Preprocessing Data 

 
Gambar 2. Alur preprocessing data 
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           Berdasarkan gambar 2, dijelaskan bahwa alur preprocessing data merupakan serangkaian proses untuk 

mengolah data teks mentah.  

Data hasil scraping diproses melalui beberapa tahapan NLP[14]: 

1. Cleaning: menghapus karakter khusus, emoji, dan tag HTML. 

2. Tokenisasi: memecah kalimat menjadi token. 

3. Stopword removal: menghapus kata-kata umum yang tidak bermakna. 

4. Stemming: mengubah kata ke bentuk dasar. 

 

3.3 Analisis Sentimen Menggunakan CNN 

3.3.1 Arsitektur CNN 

 
Gambar 3. Arsitektur layer CNN 

 

      Model Convolutional Neural Network (CNN) pada gambar 3, yang digunakan dalam penelitian ini dirancang 

khusus untuk klasifikasi sentimen teks bahasa Indonesia. Arsitektur model terdiri dari beberapa layer yang bekerja 

secara berurutan untuk mengekstrak fitur dan mengklasifikasikan sentimen. Proses ini diawali dengan dataset yang 

telah melalui tahap pra-pemrosesan (Preprocessing). Dataset ini kemudian menjadi masukan untuk Embedding Layer, 

yang berfungsi untuk mengubah representasi kata menjadi vektor numerik yang padat makna. Selanjutnya, vektor dari 

lapisan embedding diproses oleh Conv1D Layer yang bertugas mengekstraksi fitur-fitur lokal dari data teks. Hasil dari 

lapisan konvolusi kemudian dimasukkan ke dalam lapisan GlobalMaxPooling1D, yang bertujuan untuk mereduksi 

dimensi data dengan mengambil fitur paling signifikan dari setiap filter[15]. Fitur-fitur yang telah diekstraksi tersebut 

kemudian diteruskan ke Dense Layer (lapisan terhubung penuh) untuk mempelajari pola yang lebih kompleks. Untuk 

mencegah overfitting, arsitektur ini menerapkan regularisasi menggunakan Dropout (Pertama) sebelum data masuk 

ke Feature Layer. Setelah itu, diterapkan kembali regularisasi melalui Dropout (Kedua). Terakhir, data yang telah 

diolah akan masuk ke Output Layer yang akan menghasilkan prediksi atau klasifikasi akhir. 

 

3.3.2 Evaluasi Model CNN 

      Evaluasi model merupakan tahap krusial dalam penelitian ini untuk memvalidasi kinerja arsitektur CNN dalam 

menyelesaikan masalah klasifikasi. Untuk mendapatkan analisis yang holistik dan tidak bias oleh potensi 

ketidakseimbangan data, penelitian ini tidak hanya menggunakan akurasi, tetapi juga metrik lain yang memberikan 

wawasan lebih dalam. Metrik evaluasi yang digunakan bersumber dari confusion matrix dan dijabarkan sebagai 

berikut[16][17]: 

1. Akurasi (Accuracy): Metrik ini digunakan untuk memberikan gambaran umum mengenai performa model 

dengan mengukur rasio antara prediksi yang benar dengan jumlah keseluruhan data. Meskipun intuitif, 

akurasi saja tidak cukup jika distribusi kelas tidak seimbang. 

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 

 

2. Presisi (Precision): Metrik ini menjadi penting untuk memahami seberapa andal prediksi positif dari model. 

Presisi mengukur rasio prediksi positif yang benar terhadap total prediksi yang diklasifikasikan sebagai 

positif. Nilai presisi yang tinggi mengindikasikan rendahnya tingkat kesalahan False Positive. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

 

3. Recall (Recall/Sensitivity): Metrik ini digunakan untuk mengevaluasi kelengkapan atau sensitivitas model 

dalam mengidentifikasi kelas positif. Recall mengukur rasio prediksi positif yang benar terhadap jumlah total 

data yang sebenarnya positif, sehingga nilai recall yang tinggi menunjukkan rendahnya tingkat kesalahan 

False Negative. 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
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4. F1-Score: Metrik ini dipilih karena kemampuannya menyeimbangkan antara presisi dan recall. Sebagai rata-

rata harmonik dari keduanya, F1-Score memberikan skor tunggal yang representatif, terutama ketika terjadi 

trade-off antara presisi dan recall. 

𝐹1𝑆𝑐𝑜𝑟𝑒 = 2 ×
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 

 

3.4 Generasi Solusi Kebijakan (LLM Llama) 

           Setelah klasifikasi selesai, sistem mengekstraksi kata-kata yang paling sering muncul (frequent words) pada 

tiap kategori sentimen. Kumpulan kata ini dikirim sebagai prompt ke LLM Llama untuk merumuskan draf solusi 

kebijakan atau langkah strategis yang relevan berdasarkan konteks isu yang berkembang. 

 

3.5 Pengembangan Frontend dengan Next.js 

           Hasil analisis sentimen divisualisasikan pada aplikasi web berbasis Next.js, yang menawarkan keunggulan 

dalam hal rendering cepat dan kemampuan integrasi API[18]. Fitur utama frontend meliputi: 

1. Dashboard visualisasi sentimen. 

2. Rekomendasi kebijakan 

3. Integrasi API untuk update data secara real-time. 

VI. HASIL DAN PEMBAHASAN 

 

4.1 Analisis Kebutuhan 

Analisis kebutuhan sistem difokuskan pada penyediaan platform end-to-end yang memungkinkan pengguna 

awam untuk melakukan analisis sentimen tanpa memerlukan keahlian teknis dalam pemrograman. Kebutuhan utama 

mencakup antarmuka web yang intuitif berbasis Next.js, di mana pengguna cukup memasukkan kata kunci untuk 

menginstruksikan sistem melakukan scraping secara otomatis pada 5 video teratas YouTube dan portal berita 

Detik.com berdasarkan parameter tanggal tertentu. Selain itu, sistem harus mampu mengolah hasil klasifikasi CNN 

yang bersifat teknis menjadi rekomendasi kebijakan praktis melalui integrasi LLM Llama, sehingga informasi yang 

dihasilkan dapat langsung dipahami dan digunakan oleh pemangku kepentingan dalam pengambilan keputusan tanpa 

harus berurusan dengan kerumitan kode sumber atau manajemen dataset manual. 

 

4.2 Perancangan Sistem 

Perancangan sistem menggunakan arsitektur client-server yang mengintegrasikan beberapa modul utama untuk 

memastikan aliran data berjalan secara otomatis dan efisien. Rancangan dimulai dengan modul antarmuka pada 

frontend Next.js yang berfungsi menerima input kata kunci dari pengguna, yang kemudian dikirimkan ke server untuk 

memicu proses scraping dinamis pada platform YouTube (20 komentar per video) dan Detik.com. Pada sisi backend, 

sistem dirancang untuk melakukan preprocessing dan klasifikasi menggunakan model CNN. Setelah label sentimen 

diperoleh, sistem mengekstraksi kata kunci dominan (frequent words) yang dikirimkan ke modul LLM Llama untuk 

menghasilkan rekomendasi kebijakan, sebelum akhirnya seluruh data divisualisasikan kembali ke dasbor pengguna 

secara real-time. 

 

4.3 Performa Model CNN 

 

Tabel 1. Hasil evaluasi model 

Sentimen Precision Recall F1-Score Support 

Negatif (-1) 0.78 0.76 0.77 323 

Netral (0) 0.87 0.93 0.90 323 

Positif (1) 0.76 0.73 0.74 316 

Accuracy   0.81 962 

 

      Berdasarkan Tabel 1, dapat dilihat bahwa model CNN mencapai tingkat akurasi keseluruhan sebesar 0.81 atau 

81%. Hasil ini menunjukkan peningkatan performa yang signifikan dibandingkan pengujian sebelumnya. Analisis 

terhadap setiap kategori sentimen adalah sebagai berikut: 
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1. Sentimen Netral (0): Menunjukkan performa terbaik dengan nilai F1-Score tertinggi sebesar 0.90. Hal ini 

didukung oleh nilai Recall yang mencapai 0.93, mengindikasikan bahwa model sangat sensitif dan akurat 

dalam mengenali opini bersifat netral dari total 323 data. 

2. Sentimen Negatif (-1): Memiliki nilai F1-Score sebesar 0.77 dengan Precision 0.78. Model mampu 

mengklasifikasikan komentar negatif dengan cukup stabil pada jumlah data sebanyak 323. 

3. Sentimen Positif (1): Memperoleh F1-Score sebesar 0.74. Meskipun sedikit lebih rendah dibanding kelas 

lainnya, nilai Precision 0.76 menunjukkan bahwa prediksi positif yang dihasilkan model tetap memiliki 

tingkat keandalan yang baik. 

 

      Secara keseluruhan, distribusi data (support) yang hampir seimbang antara ketiga kelas (323, 323, dan 316) 

berkontribusi positif terhadap stabilitas model dalam melakukan klasifikasi. Akurasi sebesar 81% ini membuktikan 

bahwa arsitektur CNN yang digunakan sangat efektif untuk memproses teks opini lintas platform dalam bahasa 

Indonesia. 

 

4.4 Implementasi Antarmuka Sistem 

Implementasi antarmuka dibangun menggunakan Next.js dengan desain bertema gelap untuk meningkatkan 

fokus pengguna. Antarmuka end to end ini dirancang agar pengguna dapat mengoperasikan sistem dengan langkah-

langkah yang minim. 

 

4.4.1 Antarmuka Analisis Sentimen 

 

 
Gambar 4. Dashboard analisis sentimen 

 

      Pada Gambar 4, pengguna diberikan kemudahan melalui fitur pencarian dinamis berbasis kata kunci pada 

kolom "YouTube search keyword...". Di sisi kanan, panel "Task Status" menampilkan progres sistem yang mencakup 

lima tahapan: Mengambil komentar, Pra-pemrosesan Text, Tokenisasi (Memecah Teks), Prediksi Sentimen, hingga 

Menyelesaikan Hasil. Seluruh indikator proses akan berubah menjadi warna hijau setelah tahap tersebut selesai 

dilaksanakan. 

 

 
Gambar 5. Visualisasi analisis sentimen 
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      Berdasarkan Gambar 5, setelah proses analisis selesai, sistem menyajikan ringkasan statistic realtime 

berdasarkan keyword yang diinputkan yang mencakup total komentar teranalisis (contoh: 95 ulasan). Distribusi 

sentimen divisualisasikan melalui kartu informasi yang membagi hasil ke dalam tiga kategori: Positif (36.8%), Netral 

(12.6%), dan Negatif (50.5%). 

 

 
Gambar 6. Frekuensi kata yang sering muncul 

 

     Selain statistik global, pada antarmuka gambar 6 juga menyediakan fitur ’Kata yang sering muncul’ untuk 

memetakan kata-kata yang paling sering muncul untuk setiap label sentimen, seperti kata "bencana" dan "banjir" pada 

kategori negatif. Dibawahnya juga mengandung contoh komentar yang telah diproses sistem.      Sistem menampilkan 

daftar contoh komentar secara mendetail yang dilengkapi dengan identitas pengunggah, teks asli, label sentimen hasil 

prediksi CNN, serta persentase skor kepercayaan (confidence score). 

 

 
Gambar 7. Ringkasan LLM Llama 

 

       Fitur ‘Ringkasan' pada gambar 7 mendemonstrasikan kapabilitas Natural Language Generation (NLG) dalam 

menyusun narasi koheren berdasarkan polarisasi kata kunci yang terdeteksi. Sistem menyintesis adanya dualisme 

respon masyarakat: di satu sisi, dominasi kata 'musibah' dan 'banjir' merepresentasikan dampak traumatis bencana, 

sementara di sisi lain, kemunculan signifikan kata 'Allah' dan 'Tuhan' pada klaster positif diterjemahkan sebagai 

indikator resiliensi spiritual. LLM mengintegrasikan kedua spektrum kata kunci ini menjadi ringkasan deskriptif yang 

menyoroti bahwa di tengah krisis infrastruktur, masyarakat Aceh tetap mempertahankan harapan melalui pendekatan 

teologis, memberikan wawasan kualitatif yang mendalam bagi pemangku kebijakan. 

 

 
Gambar 8. Rekomendasi kebijakan LLM Llama 
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      Pada gambar 8, bagian 'Rekomendasi Kebijakan' sistem berfungsi sebagai Decision Support System (DSS) 

yang mentransformasi tren frequent words menjadi usulan kebijakan jangka panjang. Kata kunci berulang seperti 

'pemerintah', 'bantuan', dan 'jalan/jembatan' (yang tersirat dalam konteks infrastruktur) digunakan sebagai prompt bagi 

LLM untuk merumuskan kebijakan struktural, seperti 'Mengembangkan Infrastruktur' dan 'Mengurangi Dampak 

Bencana'. Dengan memetakan frekuensi keluhan publik terhadap kategori solusi spesifik, sistem memastikan bahwa 

rekomendasi yang dihasilkan tidak hanya bersifat reaktif, tetapi juga preventif guna meminimalisir risiko 

keberulangan masalah di masa mendatang. 

 

 
Gambar 9. Rekomendasi tindakan konkret LLM Llama 

 

      Panel 'Tindakan Konkret' pada gambar 9 menyajikan langkah operasional taktis yang dirumuskan oleh LLM 

Llama melalui analisis klaster frequent words pada sentimen negatif. Tingginya frekuensi kemunculan kata 'bencana', 

'banjir', dan 'korban'  diinterpretasikan oleh model sebagai urgensi untuk memprioritaskan tindakan tanggap darurat 

dan pemulihan fisik. Oleh karena itu, sistem secara otomatis merekomendasikan 'penggalangan dana' dan 

'pengembangan program mitigasi' sebagai respons langsung terhadap densitas kata kunci yang mengindikasikan 

kerugian material dan kemanusiaan, memastikan bahwa intervensi yang diambil relevan dengan titik berat 

permasalahan yang disuarakan publik. 

 

4.4.2 Scraping Berita 

      Fitur scraping berita dirancang untuk memfasilitasi pengguna dalam mengumpulkan data artikel dari portal 

berita Detik.com secara otomatis tanpa perlu melakukan pencarian manual di peramban. Antarmuka ini 

mengedepankan fleksibilitas parameter agar data yang dihasilkan relevan dengan kebutuhan pengguna. 

 

 
Gambar 10. Antarmuka awal scraping berita 

 

      Berdasarkan Gambar 10, pengguna dapat menentukan parameter pencarian melalui kolom "News keyword..." 

serta memilih rentang waktu tertentu menggunakan dua fitur date picker (tanggal mulai dan tanggal selesai). Seperti 

pada fitur sebelumnya, panel "Task Status" di sisi kanan memberikan informasi transparansi proses yang sedang 

berjalan, meliputi tahapan: Menyambungkan ke portal berita, mencari artikel, memproses konten, menyelesaikan 

scraping. 
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Gambar 11. Visualisasi hasil scraping berita 

 

      Pada Gambar 11, ditunjukkan hasil pencarian dengan kata kunci "banjir sumatra" untuk periode 3 Desember 

2025 hingga 7 Desember 2025. Sistem berhasil mengekstraksi sejumlah artikel relevan, seperti berita mengenai 

inisiatif masyarakat membantu korban banjir dan program servis khusus bagi kendaraan terdampak bencana. Setiap 

entitas berita yang ditampilkan mencakup judul artikel, tanggal penerbitan yang mendetail, serta cuplikan isi berita 

(snippet). 

 

 
Gambar 12. Hasil ekstraksi csv scrapping berita 

 

      Selain menyajikan data secara visual di dasbor, sistem menyediakan fitur "Download Excel" yang ditandai 

dengan tombol hijau untuk kebutuhan analisis lebih lanjut. Berdasarkan Gambar 12, data yang diunduh  disusun 

dalam format tabel terstruktur yang mencakup kolom Judul, Tanggal Tayang, Link artikel asli, dan Isi Berita secara 

lengkap. Fitur ini memungkinkan pengguna awam untuk mendokumentasikan ribuan data berita dalam waktu singkat 

ke dalam format yang kompatibel dengan berbagai perangkat lunak pengolah data. 

VII. SIMPULAN 

Penelitian ini berhasil membangun sistem analisis sentimen lintas platform yang mengintegrasikan 

pengambilan data otomatis dari komentar YouTube dan portal berita Detik.com. Implementasi metode Convolutional 

Neural Network (CNN) menunjukkan performa yang sangat baik dengan tingkat akurasi mencapai 81% dalam 

mengklasifikasikan sentimen menjadi kategori positif, negatif, dan netral. Mekanisme pengambilan data berbasis kata 

kunci terbukti memberikan fleksibilitas tinggi bagi pengguna awam, sementara fitur scraping berita secara otomatis 

mampu mengekstraksi informasi dalam rentang waktu tertentu dan menyediakannya dalam format tabel yang 

terstruktur. Selain itu, integrasi LLM Llama memberikan nilai tambah signifikan dengan mengubah tren kata kunci 

menjadi rekomendasi kebijakan otomatis, sehingga menjembatani celah antara analisis data teknis dan pengambilan 

keputusan praktis. 

      Berdasarkan hasil penelitian yang telah dilakukan, terdapat beberapa saran untuk pengembangan selanjutnya. 

Saran pertama adalah melakukan fine-tuning pada LLM Llama menggunakan dataset kebijakan publik spesifik guna 

meningkatkan ketajaman, relevansi, dan detail dari rekomendasi solusi yang dihasilkan. Selanjutnya, disarankan untuk 

memperluas jangkauan scraping berita ke berbagai portal berita nasional lainnya untuk mendapatkan cakupan data 

opini publik yang lebih luas dan komprehensif. Selain itu, perlu ditambahkan fitur deteksi ulasan duplikat atau bot 

pada proses scraping guna meningkatkan kualitas dataset yang akan diolah oleh model klasifikasi. Terakhir, 
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pengembangan sistem sebaiknya mengintegrasikan rekomendasi kebijakan dan tindakan konkret dengan hukum yang 

berlaku di Indonesia. 
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