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Pendahuluan
Weverse merupakan platform komunitas penggemar yang dikembangkan oleh HYBE Corporation

dan mengalami peningkatan pengguna global sebesar 19% pada tahun 2024 dengan total

unduhan lebih dari 150 juta.Tingginya jumlah pengguna menghasilkan volume ulasan yang

mencerminkan tingkat kepuasan terhadap berbagai aspek aplikasi, namun ulasan tersebut bersifat

tidak terstruktur sehingga memerlukan analisis sentimen. Meskipun analisis sentimen telah

banyak diterapkan pada berbagai platform digital, penelitian pada Weverse masih terbatas,

khususnya yang membandingkan algoritma Decision Tree dan Naïve Bayes. Oleh karena itu,

penelitian ini bertujuan membandingkan kinerja kedua algoritma dalam mengklasifikasikan

sentimen ulasan pengguna Weverse menggunakan TF-IDF, Random Oversampling, dan evaluasi

confusion matrix.
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Pertanyaan Penelitian (Rumusan Masalah)
1. Bagaimana tingkat kepuasan pengguna aplikasi Weverse dapat

diklasifikasikan menggunakan algoritma Decision Tree dan Naive Bayes

berdasarkan ulasan mereka di Google Play Store?

2. Bagaimana perbandingan antara algoritma Decision Tree dan Naive Bayes

dalam hal kinerja saat mengklasifikasikan tingkat kepuasan pengguna untuk

aplikasi Weverse, yang dievaluasi melalui confusion matrix dan tingkat

akurasi?
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Metode
Rancangan Penelitian
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Metode
1. Tujuan : Memprediksi sentimen kepuasan pengguna Weverse

2. Data : 10.000 ulasan Google Play Store (Januari 2020 – Januari 2025)

3. Preprocessing : cleaning, Case Folding, Tokenizing. Normalisasi kata, stopword removal,

stemming (Sastrawi)

4. Labelling : rating 1–2 (Negatif), 4–5 (Positif), rating 3 (kamus leksikon)

5. Ekstraksi fitur : TF-IDF

6. Algoritma : Decision Tree & Naïve Bayes

7. Split data : 80:20 dan 70:30

8. Imbalanced data : Random Oversampling (ROS)

9. Evaluasi : Akurasi & Confusion Matrix (Precision, Recall, F1-Score)
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Hasil

Algoritma Rasio Kondisi Train Akurasi Precision Recall F1-Score

Decision Tree

70:30

Imbalance 8.384% 8.365% 8.384% 8.374%

Balance (ROS) 8.280% 8.408% 8.280% 8.373%

Naive Bayes
Imbalance 8.651% 8.499% 8.651% 8.295%

Balance (ROS) 8.043% 8.698% 8.043% 8.247%

Decision Tree

80:20

Imbalance 8.547% 8.536% 8.547% 8.541%

Balance (ROS) 8.414% 8.536% 8.414% 8.467%

Naive Bayes
8.681% 8.510% 8.681% 8.388% 8.681%

8.110% 8.803% 8.110% 8.315% 8.110%

Pengujian model dilakukan terhadap delapan skenario berbeda, mencakup perbandingan dua algoritma klasifikasi (Decision Tree

dan Naive Bayes), dua rasio pembagian data (80:20 dan 70:30), serta dua kondisi data latih (Balance dan Imbalance). Tujuan

pengujian adalah membandingkan kinerja kedua algoritma sekaligus mengevaluasi pengaruh penyeimbangan data menggunakan

Random Oversampling (ROS) terhadap performa model, terutama kemampuan mengenali kelas minoritas
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Hasil
Pengujian penerapan ROS meningkat pada hasil recall negatif

Algoritma Split Rasio Kondisi Train Recall F1-Score

Decision Tree

80:20
Imbalance 51.69% 52.20%

Balance (ROS) 57.49% 52.65%

70:30
Imbalance 45.98% 46.66%

Balance (ROS) 53.05% 48.67%

Naïve Bayes

80:20
Imbalance 23.67% 35.51%

Balance (ROS) 81.64% 57.00%

70:30
Imbalance 18.97% 30.18%

Balance (ROS) 76.85% 54.69%
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Pembahasan
Hasil penelitian menunjukkan bahwa Naïve Bayes dengan rasio split 80:20

pada kondisi data tidak seimbang menghasilkan akurasi tertinggi, namun

kurang optimal dalam mendeteksi sentimen negatif karena bias terhadap kelas

mayoritas. Penerapan Random Oversampling (ROS) meningkatkan recall pada

kelas negatif secara signifikan, meskipun menurunkan akurasi keseluruhan.

Temuan ini menunjukkan adanya trade-off antara akurasi global dan

kemampuan deteksi kelas minoritas, sehingga ROS menghasilkan model yang

lebih seimbang untuk analisis sentimen ulasan pengguna Weverse.
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Temuan Penting Penelitian

1. Naïve Bayes dengan rasio split 80:20 pada kondisi imbalance menghasilkan akurasi

tertinggi.

2. Model tanpa penyeimbangan data cenderung bias terhadap kelas positif dan kurang

optimal mendeteksi sentimen negatif.

3. Penerapan Random Oversampling (ROS) secara signifikan meningkatkan recall kelas

negatif.

4. Terdapat trade-off antara akurasi keseluruhan dan kemampuan deteksi kelas minoritas.

5. ROS menghasilkan model yang lebih seimbang dan relevan untuk evaluasi kepuasan

pengguna Weverse.
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Manfaat Penelitian

Penelitian ini memberikan gambaran mengenai sentimen kepuasan pengguna

terhadap aplikasi Weverse berdasarkan ulasan Google Play Store serta

menjadi bahan evaluasi bagi pengembang dalam meningkatkan kualitas

layanan aplikasi. Selain itu, penelitian ini menunjukkan perbandingan kinerja

algoritma Decision Tree dan Naïve Bayes dalam analisis sentimen, khususnya

pada kondisi data tidak seimbang, sehingga dapat menjadi referensi

metodologis dan acuan bagi penelitian selanjutnya pada platform komunitas

digital.
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