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Abstract— Fuel oil, vital for community activities, sees PT 

Pertamina as a key supplier in Indonesia's competitive fuel 

market. To maintain its market edge, PT Pertamina must 

understand and predict customer behavior and loyalty. This study 

uses a combination of the RFM method, decision tree algorithms, 

and k-means clustering to analyze customer loyalty, salesperson 

performance, and potential customer churn, with a focus on the 

relationship between churn and salesperson expertise. The 

research utilizes sales transaction data from PT Pertamina Patra 

Niaga Regional Jatimbalinus. Findings from the decision tree 

algorithm show a high loyalty rate among customers, with 100% 

accuracy, precision, and recall in the confusion matrix. 

Salespersons are categorized into two performance-based clusters: 

'good performance' and 'poor performance', determined by the 

lowest Davies-Bouldin values. A key discovery is the identification 

of a customer group likely to churn, a factor not influenced by 

salesperson performance. This insight is crucial for PT Pertamina 

in strategizing to reduce churn and improve market 

competitiveness. This study provides PT Pertamina with valuable 

insights into customer loyalty and sales performance. 

Understanding these aspects can help the company refine its 

strategies, potentially reducing churn and bolstering its position in 

the fuel market. 

Keywords— Churn, Customer Segmentation, Salesman 

Clustering, Decision Trees, K-Means Clustering 

I. INTRODUCTION  

Fuel Oil, or often called BBM, is one of the needs that 
underlies all community activities, starting from personal 
activities, to industrial activities. Fuel plays an important role 
as an element of the economic wheel, both directly and 
indirectly. Where BBM can be an item that is traded, it can also 
be a mandatory item so that the operational wheels can turn. PT 
Pertamina is a state-owned enterprise, one of the directions of 
the company's movement is to provide fuel, both for the retail 
sector and the industrial sector. In accordance with Law No.8 
of 1971 PT Pertamina is authorized by the government to 
produce and process oil and gas products as well as provide fuel 
oil and gas needs in Indonesia [1].  

As time goes by, the population is increasing, the need for 
fuel is also getting higher. This is inversely proportional to the 
availability of fuel in nature which is getting thinner. So that 
according to Law No.22 of 2001, the government opened the 

door for private companies and changed the role of PT 
Pertamina to no longer be the only business actor in the oil and 
gas sector.  

 So PT Pertamina Patra Niaga needs to look a few steps 
ahead from now on to see potential profits and losses, one of 
which is by examining consumers who have the potential to 
move to competing companies or competitors, hereinafter 
referred to as churn. Then look for a correlation between their 
churn potential and the performance of the salesmen that PT 
Pertamina Patra Niaga has. With the hope that in the future this 
research can become a new reference in developing sales 
strategies. 

II. LITERATURE REVIEW 

A. Churn  

Churn is a term that refers to the meaning of switching 
consumers to competing companies. As written in the research 
conducted by Radius Poniman, Opim Salim, and Sri Mulyani 
in the article entitled "Churn Analysis of Cellular 
Telecommunication Broad Band Services in Sumbagut", the 
definition of churn is the number of service users who no longer 
subscribe to service usage [2]. According to Agung Rezkina's 
view stated in his research entitled "Telkomsel Surakarta's 
Marketing Public Realtions Strategy in Maintaining Customer 
Loyalty", it is stated that churn is a word used to define 
customer switching to another operator [3]. So, if churn is 
placed in this research, the meaning of churn will be adjusted to 
become the movement of consumers to other competing 
companies. 

 This research is focused on the corporate sector where 
customers are grouped into several groups, namely Industrial 
Fuel Agents, Bunker Agents, Sea Transportation, BU-PIUNU, 
Industry, Government Agencies, Public Services, Fisheries, 
PLN, POLRI, TNI-AD (Army), TNI-AL (Navy), TNI-AU 
(Airforce), and Land Transportation. Also accompanied by 
research on salesmen in the corporate sector sales department 
totaling 8 people. The data used in the research is fuel sales 
transaction data for a period of 2 years, namely 2021-2022. The 
method used in finding answers to these objectives uses several 
methods, namely starting with scoring customer groups through 
the RFM model (Recency, Frequency, Monetary) to find out 
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which costomer groups have the potential to move to 
competitors or not. The same method is also used in scoring 
salesmen in interpreting their performance track records which 
will then be interpreted in Decision Tree C4.5 and K-Means 
Clustering modeling. 

B. RFM Model 

The first method carried out in the research is an analysis 
method using the RFM model. The RFM model is used to 
identify characters in each customer group with the aim of 
forming a class of each customer group [4]. Analysis with this 
model is a classic approach that is carried out to determine the 
interaction patterns and customer patterns in general. After 
knowing the classes of customers with each different category, 
then calculated using the C4.5 decision tree algorithm to 
visualize the results of data processing in the form of a decision 
tree based on decision-forming criteria [5]. 

C. Decision Tree C4.5 

Decision tree is one of the methods used to classify data. 
This algorithm is in the form of a decision tree consisting of 
nodes and edges. The nodes in this tree are further divided into 
3, namely the root node marked with the attribute name, then 
the branching nodes labeled with attribute values, and the leaf 
nodes marked with different classes [22] In this research, the 
decision tree method is paired with the C4.5 algorithm. The 
C4.5 algorithm is a refined form of the ID3 algorithm. The 
advantages of C4.5 over ID3 lie in the following 4 parts: C4.5 
is more resistant to data noise, C4.5 is better able to handle 
variables that have missing values, C4.5 is able to handle 
variables with discrete and continuous types, and C4.5 is able 
to prune branches of the decision tree.  

Forming a C4.5 decision tree involves several key steps. 
First, the algorithm determines the root attribute from which the 
tree will start growing. Then, it forms branches based on each 
possible value of the selected attribute. After that, the algorithm 
sorts the cases for each branch, essentially assigning the data 
points to different paths based on their attribute values. This 
process is repeated continuously, forming each class, until the 
stopping criteria are met. Through these steps, the C4.5 
algorithm builds a decision tree that can be used for 
classification and prediction.  

In the process of determining the attribute to be the root of 
the decision tree, it is taken from the highest gain value of each 
existing attribute. And to calculate the gain can be obtained 
from the formula in the following equation:. 

       𝐺𝑎𝑖𝑛(𝑆, 𝐴) = 𝐸𝑛𝑡𝑟𝑜𝑝𝑦(S) −∑       ∗ 𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆𝑖)  

 

Description:  

S: Set of Cases  

A: Attributes n: Number of partitions of attribute A  

|Si|: Number of cases in the i-th partition  

|S|: Number of cases in S 

 
But before getting the gain value, we must first find the 

entropy value to generate an attribute. The basic formula that 

can be used to find entropy can be found in the following 
equation: 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆) = ∑−𝑝𝑖 ∗ 𝑙𝑜𝑔2 𝑝i 

 
 

Description:  

S: The set of cases  

n: Number of partitions of S  

pi: Proportion of Si to S 

D. K-means Clustering 

K-means clustering is one of the data mining modeling in 
grouping data according to their closest characteristics [6]. This 
method also uses a descriptive model to explain the algorithm 
for grouping objects with similar characteristics. The 
calculations carried out in this method begin by taking x  

as an input parameter, each of which will later become the  

center of cluster x. In this k-means clustering method, 
clustering depends on the initial centroid point which is then 
calculated by the Euclidean formula against the centroid. Data 
elements that have the smallest distance to the centroid are 
grouped into one cluster. the process continues to repeat until 
there is no more cluster movement.In this study, using the 
davies bouldin method, 2 groups were found with the closest 
characteristic distance to the centroid which is translated as 
"good performance" and "poor performance" which will then 
be further investigated regarding its correlation with customer 
groups that have the potential to churn. 

Decision tree modeling and k-means clustering have 
provided many results in previous research. For example, in 
2018 research was carried out by Ni Wayan Wardani, Gede 
Rasben Dantes, and Gede Indrawan regarding predictions of 
consumer loyalty in a retail company which was also carried 
out using decision tree modeling, and the results of this test 
showed that there were 3 predictions that were lacking. from 
the 259 cases studied, which means that data modeling with 
decision trees is quite accurate [5]. Also the same for k-means 
clustering. Research has been carried out in 2021 by Elly 
Muningsih, Ina Maryani, and Vembria Rose Handayani 
regarding provincial clustering based on village potential, and 
the division of clusters in this research is accurate which is 
proven by the Davies Bouldin method which shows the 
optimization results for the number of clusters is 3 with the 
Davies Bouldin value index (DBI) which shows the number 
0.175, which is smaller than the number of DBIs in other 
clusters [7]. 

III. RESEARCH METHODS 

Decision tree modeling and k-means clustering have 
provided many results in previous studies. For example, in 2018 
research was conducted by Ni Wayan Wardani, Gede Rasben 
Dantes, and Gede Indrawan regarding the prediction of 
consumer loyalty in a retail company which was also carried 
out with decision tree modeling, and the results of the test 
showed that there were 3 incorrect predictions out of 259 cases 
studied, which means that data modeling with this decision tree 
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is quite accurate [5]. Also the same for k-means clustering. 
Research has been carried out in 2021 by Elly muningsih, Ina 
Maryani, and Vembria Rose Handayani regarding provincial 
clustering based on village potential, and the division of clusters 
in this study is accurate which is proven by the davies bouldin 
method which shows the results of optimizing the number of 
clusters is 3 with a davies bouldin index (DBI) value that shows 
a number of 0.175, which is smaller than the number of DBIs 
in other clusters [7]. 

This research focuses on the attachment of 2 different data 
processing results, namely between data processing results 
related to customer groups, with data processing results related 
to salesmen. Researchers have a simple assumption that the 
customer group that has the potential to churn has a big 
influence from salesmen who are less skilled in attracting 
customers. So from this research it will be proven, is it true if 
the group of customers who have the potential to churn is 
caused by salesmen who are less skillful in attracting 
consumers. Because if examined through past research, the 
shrewdness of a salesman at work, especially in communication 
skills, is one of the important things that can support marketing 
success, as conducted by Ahmat Arif Syaifudin and Tutik Al-
fiyah in their research which discusses the implementation of 
integrated marketing communication in supporting marketing 
success in one of the companies in 2022 [8]. 

The data used as research material in this journal is 
secondary data originating from related companies. The data 
used is data that describes purchases made by consumers which 
are grouped into several groups based on the type of consumer 
itself, which will then be segmented again based on the 
consumption level of each consumer. The time span taken is for 
the past 2 years, to be precise in 2021-2022. 

 

 

 

In analyzing the data, several sequential analysis techniques 
are used with the aim of interpreting the results of data 
processing that is easy to understand. The first thing to do is 
Business understanding. Business understanding is a stage of 
understanding related to the business to be studied [2]. 
Understanding covers business objectives, the actual situation 

in the field, and a general design related to the purpose of 
conducting research using existing data. The next stage is Data 
Understanding. Data Understanding is a stage where an 
understanding of the data that has been obtained is carried out. 
At this stage the researcher gets help from the data owner source 
to understand the data provided. The data obtained is daily 
consumer transaction data with various types of materials, 
located in the East Java, Bali and Nusa regions for 2 years. 
113,270 data records for 2021 and 110,364 data records for 
2022. For the third stage, Data Preprocessing is carried out. 
Which is a stage where data is sorted and prepared for the data 
mining process. All unused attributes will be cleaned up to 
leave attributes that are important for the data processing stage. 
In RFM modeling, both in the customer segment and the 
salesman segment, the attributes used are the customer group, 
salesman, calendar per day, amount of income, and description 
of materials purchased. Then next enter the RFM segmentation 
stage. RFM is a method of grouping consumer classes based on 
transaction loyalty. In this segmentation process, a score of 1 to 
3 is given to each recency, frequency, and monetary domain in 
each customer group. Score 3 for the highest score and score 1 
for the lowest score where the final score is determined by a 
combination of scores in each domain [3]. 

The recency score is taken from the distance between the 
last transaction and the current date. The customer group that 
has the closest transaction date to the present has the highest 
score, which is a score of 3. Also related to the frequency value 
is taken from the frequent number of transactions from each 
customer group. The customer group that has the most frequent 
number of transactions is given the highest score, which is score 
3. As for the monetary value, it is taken from the total number 
of transactions. Related to the score range of each domain is 
obtained from processing raw data in excel with the help of the 
pivot data feature. And obtained the score range as shown in 
table 1. 

TABLE I. RFM CLASS SCORE AND RANGE FOR CUSTOMER GROUP 

SEGMENT 

Atribut Nilai Skor Arti 

Recency 

o - ≤44658 1 Longest 

≤44659 - ≤44922 
2 

Somewhat 

Longer  

≤44923 - 44927 3 New  

Frequency 

o - ≤3550 1 Rare  

≤3551 - ≤14109 2 Medium  

≤14110 - 84794 3 Often  

monetary 

0 - 186520927985 1 low  

≤186520927986 - 

≤1463821002601 
2 

Medium  

≤1463821002602 - 

15370672220547 
3 

high  

 

As for the scores for the salesman segment, there are only 
differences in the frequency and monetary domains, not for 
recency, because in the raw data, all salesmen have the last 
transaction data record on the same day. So the table for the 
salesman segment is as shown in table 2 below. 

Fig. 1. Research overview diagram 
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TABLE II. RFM SCORE AND CLASS RANGE FOR SALESMAN 

SEGMENT 

Atribut Nilai Skor Arti 

Frequency 

0 - 18124 1 Rare 

≤18125 - ≤37254 2 Medium 

≤37255 - 47947 3 Often 

monetary 

0 - 2515383469894 1 low 

≤2515383469895 - 

≤3958875694211 
2 

Medium 

≤3958875694212 -

15472713667590 
3 

high 

 

A. Building a Customer Churn Prediction Model with 

Decision Tree C4.5 

Data mining on research on customer group segments using 
C4.5 decision tree modeling. The data processed in this 
modeling uses data that is categorical and not numerical [4]. 
After determining the score in each domain, the next step is 
determining the customer label [3]. Customer labels in this 
study are determined in several categories. The first is 
"Superstar", which is a category aimed at the customer class 
that has the highest score. Then there is the "Golden" category, 
which is a category intended for the class that has the highest 
monetary score after superstar, a high frueqency score, and has 
an average recency score. Next there is the "Typical" category 
which is a category intended for customer classes that have 
average scores in each domain. Next is "Occasional" which is a 
category assigned to the customer class that has the second 
lowest monetary score after dormant, but has a high score for 
frequency, and a low score for recency. Next is the "Everyday" 
category which is for the customer class that has an average 
recency score. The frequency score is low, and the monetary 
score is from medium to low. And the last is "Dormant" which 
is intended for the customer class that has the lowest mix of 
scores. 

There are 27 customer classes seen from the combination of 
RFM scores. The highest score has a combination of 333 and 
the lowest score has a combination of 111. The score table with 
this category label will determine the average customer class 
owned by the company is loyal or not, and can be a determinant 
in the preparation of further strategies. The score table with 
category labels is shown in table 3 as follows. 

TABLE III. SCORE TABLE WITH CATEGORY LABELS 

Class  
                        SCORE  Label Cust 

Group    R  F  M  

K1  New  Rare  low  everyday a  

K2  New  Rare  Medium  typical b  

K3  New  Rare  high  golden c  

K4  New  Rare  low  everyday a  

K5  New  

Some 

what often  Medium  superstar c  

K6  New  

Some 

what often  high  superstar b  

K7  New  often  low  typical d  

K8  New  often  Medium  golden a  

K9  New  Rare  high  golden c  

K10  New  Rare  low  everyday a  

K11  New  Rare  Medium  typical b  

K12  New  Rare  high  golden c  

K13  New  

Some 

what often  low  typical c  

K14  New  

Some 

what often  Medium  superstar c  

K15  New  often  high  a superstar  

K16  New  often  low  typical d  

K17  New  Rare  Medium  typical b  

K18  New  Rare  high  golden c  

K19  New  Rare  low  everyday a  

K20  

Some 

what 

Longer  Rare  Medium  everyday c  

K21  

Some 

what 

Longer  

Some 

what often  

high  golden b  

K22  

Some 

what 

Longer  

Some 

what often  

low  everyday d  

K23  

Some 

what 

Longer  often  Medium  everyday e  

K24  Longest  often  high  golden d  

K25  Longest  Rare  low  a dormant  

K26  Longest  Rare  Medium  dormant b  

K27  Longest  Rare  high  golden e  

 

Furthermore, this table will be processed into the 
RapidMiner application for C4.5 decision tree modeling, whose 
detailed process will be shown in the results and conclusions 
chapter. 

B. Building a Customer Churn Prediction Model with 

Decision Tree C4.5 

Modeling using the k-means clustering algorithm for the 
salesman segment is not much different from the customer 
group segment. Before finally entering k-means clustering 
modeling, the data must be processed first with RFM modeling 
to be able to highlight the characteristics required by each 
salesman. So from RFM modeling, it is known that the value 
possessed by each salesman from each domain is as follows as 
shown in table 4. 

TABLE IV. RFM VALUE FOR EACH SALESMAN 

Wilayah 

SBM R F M 

SBM Industry 

I 0.75890411 41503 8460422329347 

SBM Industry 

II 0.75890411 20346 3958875694211 

SBM Industry 

III 0.75890411 47947 2515383469894 

SBM Industry 

IV 0.75890411 18124 1305280048298 

SBM Industry 

V 0.75890411 37254 2620658189947 

SBM Industry 

VI 0.75890411 33424 15472713667590 

SBM Industry 

VII 0.75890411 12190 2411370220183 
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SBM Industry 

VIII 0.75890411 12846 2642144188420 

 
From this table, it can be seen that the recency domain has 

the same value, because from the raw data itself, each salesman 
has the same track record for dates, and there is no 
accompanying hour information. After obtaining the value of 
each domain for each salesman, the next is data processing in 
RapidMiner with the k-means clustering algorithm to determine 
the cluster of each data.  

To determine the number of clusters for determining the 
centroid point, researchers use the Davies Bouldin method 
which looks at the proximity distance between the data and the 
center point of each cluster from the predetermined center. This 
method has an internal scheme test, where the suitability of the 
number of clusters is seen through comparing the Davies 
Bouldin value between the number of clusters. This method was 
first disseminated by David L. Davies and Donald W. Bouldin 
in 1979 [7]. As for the salesman data in this study, the Davies 
Bouldin method is explained in the following table. 

TABLE V. DAVIES BOULDIN VALUE FOR EACH CLUSTER 

 Davies Bouldin 

k db 

2 1.549 

3 2.900 

4 3.592 

5 3.829 

 
It can be seen from the table above, the smallest closeness 

value is owned by cluster 2 which is worth 1.549, which means 
that the right cluster division for salesman data is 2 clusters. 
Henceforth, k-means clustering processing on RapidMiner is 
divided into 2 clusters, and will be explained in more detail in 
the results and conclusions chapter.  

Clustering of salesman data is done to distinguish between 
groups of salesmen who have good performance and groups of 
salesmen who have poor performance. If it has been clustered, 
then it will be easier for the author to decide the answer to the 
research question "is the group of customers who have the 
potential to churn caused by the lack of salesman skills?". 

IV. RESULT AND DISCUSSION 

A. Test Results on Customer Group Data 

Testing on customer group data is done in 2 ways, namely 
with RFM modeling and classification using the C4.5 decision 
tree algorithm. RFM modeling, in addition to being used for 
data preprocessing before modeling using a decision tree, RFM 
modeling that includes scoring can also be used to designate 1 
customer group that has the highest percentage of churn. 
Meanwhile, modeling through the C4.5 decision tree algorithm 
can be used to identify the character of the BBM industry 
customer group at PT Pertamina Patra Niaga Regional 
Jatimbalinus as a whole, in order to get the conclusion that the 
majority of customers owned by the company have a high level 
of loyalty or not, as well as one of the determinants of whether 
the current strategy is appropriate. 

As stated in chapter II, RFM modeling is used one of them 
to prepare data which is then processed in decision tree 
modeling. RFM modeling can also be used to determine which 
customer group has the highest percentage to churn. 

TABLE VI. RFM LABEL TABLE FOR CUSTOMER GROUP DATA 

Customer 

group 

Max of 

Calend

ar Day Frequency Monetary Label 

PLN 44926 84794 

15,370,672,2

20,547 Superstar 

Industri 44926 23419 

11,069,681,8

13,245 Superstar 

Agen BBM 

Industri 44926 37068 

4,167,413,28

5,932 Superstar 

Angkutan 

Laut 44926 22285 

3,973,001,54

9,093 Superstar 

TNI - AL 

(Navy) 44926 12003 

1,463,821,00

2,601 Golden 

Agent Bunker 44923 2833 

1,086,402,88

5,241 Typical  

POLRI 44926 13242 

678,250,613,

276 Golden 

TNI - AD 

(Army) 44922 8532 

579,156,467,

053 Golden 

Transportasi 

Darat 44926 14109 

556,924,549,

043 Golden 

TNI - AU 

(Airforce) 44923 3550 

186,520,927,

985 Typical  

Instansi 

Pemerintah 44926 1169 

141,688,074,

946 Everyday 

BU-PIUNU 44658 451 

87,070,804,8

54 Everyday 

Perikanan 44848 97 

13,986,458,9

75 Everyday 

Layanan 

Umum 44463 82 

12,257,155,0

99 Dormant 

 
The table above shows the RFM value for each customer 

group, as well as the label determined based on the value range 
of each customer group. So it can be seen, the customer group 
that has great potential in churning is the customer group in the 
"general service" segment, where the RFM value of this 
customer group is the lowest compared to other customer 
groups. 

The selection for modeling with the decision tree algorithm, 
taken from the test results using stratified random sampling 
technique. This technique is a process that starts from a dataset 
that is divided into traing data and testing data, which then 
makes data distribution for each part. The comparison is 
divided into three comparisons, namely 80:20, 70:30, and 
60:40. After the data is successfully split, it will be tested with 
each different model, then evaluated with the performance 
operator to see the accuracy of each test result. 
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So, the results of the tests on each model with different 
comparisons are shown in the following table: 

TABLE VII. COMPARISONS OF TWO ALGORITHM 

Comparison 
accuracy 

Decision Tree Naïve Bayes 

80:20 100.00% 66.67% 

70:30 75.00% 75.00% 

60:40 83.33% 83.33% 

 
It can be seen that the highest value is owned by the decision 

tree model with a ratio of 80:20. The accuracy rate of decision 
tree is very high up to 100% which is inversely proportional to 
naïve bayes which is only 66.67%. Therefore, decision tree 
modeling with a ratio of training data and tasting data of 80:20 
will be used in this test.  

Data processing begins with RFM modeling which then 
produces 5 class categories, namely dormant, everyday, typical, 
golden, and superstar. Which is then processed using the C4.5 
decision tree algorithm in RapidMiner, and the following 
results are obtained:  

 

 
 

 
The test results are shown in the table above. The table is a 

table generated from the performance classification operator. 
This operator is useful as a validity tester of the test data. The 
parameters tested consist of accuracy, precision, and recall. And 
the results obtained from this table where the total accuracy 
level is 100.00%. Which means that this test has a high level of 
validity. The calculations in this table use confusion matrix 
comparisons for datasets processed using the decision tree 
method. 

From data processing using decision tree, the following 
decision tree results can be seen.  

 
 

 
The decision tree shows a factor that has the most influence 

on the top branch, and it can be seen that the category grouping 
is a factor of frequency or in other words the number of 
frequency of purchases, which is then followed by the monetary 
factor. And from this decision tree, it can be concluded that the 
majority of PT Pertamina Patra Niaga regional Jatimbalinus 
customer groups in the Fuel Industry segment fall into the 
superstar and golden categories, which means that there is little 
chance for these customer groups to churn. In other words, it 
can be said that when viewed through this research method, the 
strategy implemented in the last 2 years has been included good, 
judging from the majority of customers who have high loyalty. 

B. Test Results on Salesman Data 

Salesman data testing is tested through 2 methods, through 
RFM modeling and through k-means clustering algorithm 
modeling. Through the RFM method, transaction data that has 
been carried out by salesmen is processed in such a way that it 
is then modeled in RapidMiner to extract the essence of the data 
processing results. In this study, researchers used k-means 
clustering to find out the lowest salesman performance among 
the salesmen that the company has, which will then be 
investigated in relation to the purchasing power of customer 
groups in the same segment. 

Tests carried out on salesman data using the RFM method, 
produce the following output. 

TABLE VIII. TEST RESULTS USING RFM MODELING ON SALESMAN 

DATA 

Wilayah SBM R F M 

SBM Industry I 0.75890411 41503 8460422329347 

SBM Industry II 0.75890411 20346 3958875694211 

SBM Industry III 0.75890411 47947 2515383469894 

SBM Industry IV 0.75890411 18124 1305280048298 

SBM Industry V 0.75890411 37254 2620658189947 

SBM Industry VI 0.75890411 33424 15472713667590 

SBM Industry VII 0.75890411 12190 2411370220183 

SBM Industry VIII 0.75890411 12846 2642144188420 

 

Fig. 2. Comparison of 2 algorithms 

Fig. 3. PerformanceVector Classification Table for Customer 

Group Data 

Fig. 4. Figure 4 Class Category Decision Tree from Customer 

Group Data 
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The test results of hundreds of thousands of salesman 

transaction data summarized according to each salesman are 
shown in the table. It is found from the test results, there are 8 
salesmen who each have RFM scores according to the 
transaction traces they have made in the last 2 years. 
Furthermore, the results of this test will be processed in 
RapidMiner to be able to retrieve test results according to the 
objectives of this study. 

Salesman data test results with RFM modeling are 
processed in RapidMiner using the k-menas clustering 
algorithm. In this algorithm, each salesman will be grouped 
based on the similarity of the characteristics of each data with a 
predetermined centroid point. To determine the number of 
centroid points, researchers used the davies bouldin method as 
described in chapter II. So from this method, it is found that the 
division of the number of centroid points for the number of 
clusters for salesman data is 2 points, which then these 2 points 
become the number of clusters that will be called clusters with 
'good performance', and clusters with 'poor performance'. After 
processing with RapidMiner, the following modeling results 
were obtained. 

 

Fig. 5. Modeling Results of K-means Clustering on Salesman Data 

A new yellow column labeled cluster_0 and cluster_1 
appears between the existing columns. This column shows the 
grouping of data according to the closeness of their respective 
characteristics. So that it can be seen which salesmen are 
included in cluster 0 and which salesmen are included in cluster 
1. Then from the table, new knowledge is obtained regarding 
the cluster, with details of cluster 0 containing salesmen with 
good performance categories, which are characterized by their 
RFM values that tend to be higher. Meanwhile, cluster 1 
contains salesmen with poor performance categories, which are 
characterized by their RFM values which tend to be lower. And 
from the table, it can be seen that salesmen IV and VII have the 
least good performance among others, which is characterized 
by the lowest RFM value among other salesmen. 

C. Identification of the Relationship between the Results of 

the Two Types of Data 

Thus far, the research has revealed specific findings 
regarding the customer group data studied to identify potential 
churn customers and the salesmen data studied to determine the 
underperforming salesmen. It was found that the customer 
group with a high potential for churn is the 'general service' 
category, and the salesmen with the least satisfactory 
performance are 'salesman IV and VII'. Therefore, to address 
the research question 'whether the potential churn customers are 
caused by the lack of salesmen's skill', further investigation will 
be conducted based on the relevant data from these two results. 

Starting with the exploration of the 'general service' 
customer group data, an anomaly was found. The entire 'general 
service' customer group was served by salesman I, who belongs 
to cluster 0 (cluster with good performance). Another anomaly 
was found when focusing on the transaction dates. Upon 
examining the raw data, it was noticed that the 'general service' 
customer group made their last purchase on September 24, 
2021, and there were no further transaction records thereafter. 
This result raised a question as to why the transactions ceased 
after September 24, 2021, despite consistent monthly 
transactions before that date. 

Continuing with the exploration of the data for salesman IV 
and salesman VII, who have the least satisfactory performance 
among other salesmen, the analysis of the raw data revealed that 
the majority of customers served by salesman IV and salesman 
VII belong to the small potential churn customer group. 

V. CONCLUSION 

The results show that analyzing customer data using a 
decision tree algorithm with a ratio of 80:20 shows that the 
majority of the company's customers are loyal customers. This 
finding is validated by the 100% accuracy rate on the confusion 
matrix. In addition, a specific group of customers in the 
"General Services" segment was identified as having high churn 
potential, as indicated by the lowest RFM value and this group 
was categorized as inactive. Furthermore, this study shows that 
optimal clustering divides salespeople into two groups: 'good' 
and 'bad' performance groups. This division is based on the 
Davies Bouldin method, which shows the smallest value at 
1.549. An important insight from linking customer transaction 
data and salesperson performance data is that high churn rates 
in certain customer groups are not necessarily related to 
salesperson performance. This is exemplified in the "General 
Service" segment, where customers with high churn potential 
are served by salesperson I, who is categorized in the 'good' 
performance cluster. Positive comments about consistent 
service quality, product satisfaction, and brand trust can support 
the high level of loyalty indicated by the decision tree analysis. 
This study has limitations due to the researcher's indirect 
involvement with the company's operational environment. For 
a more comprehensive understanding, further information 
gathering is recommended, such as conducting in-depth 
interviews with relevant stakeholders or collecting broader data 
from various accredited sources. 
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