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Latar Belakang

Dampak negatif yang ditimbulkan dari Cyberbullying

sangatah serius mulai dari gangguan psikologi, depersi,

hingga kasus bunuh diri

Perkembangan media sosial telah menjadi bagian

penting untuk kehidupan sehari hari, memungkinkan

interaksi dan berbagi pendapat secara real-time

Laporan We are Social menunjukkan, jumlah pengguna aktif media 

sosial di Indonesia sebanyak 167 juta orang pada januari 2023,dengan 

platform X menjadi salah satunya paling banyak digunakan.

Model IndoBERTweet menawarkan solusi efektif untuk

secara otomatis mengidentifikasi dan menyaring

komentar maupun ciutan yang mengandung

Cyberbullying
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Namun, kemudahan akses yang ditawarkan juga

membawa dampak negatif, salah satunya meningkatnya

kasus Cyberbullying atau perudungan siber.
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Rumusan Masalah

Rumusan masalah yang diangkat dalam penelitian ini adalah: 
“Bagaimana mengembangkan dan mengevaluasi model 

IndoBERTweet dalam mendeteksi cyberbullying pada komentar di 
platform X”.



4

Untuk mengembangkan dan mengevaluasi model 

IndoBERTweet untuk mendeteksi cyberbullying pada 

komentar di platform X.
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Penelitian Terdahulu

Judul : Misogyny Text Detection on Tiktok Social Media in Indonesian Using the Pre-trained

Language Model IndoBERTweet

P. Hanif Zakaria, D. Nurjannah and H. Nurrahmi (2023)

J. Forry , O. Andry Chowanda (2023)
Judul : Indonesian Hate Speech Detection Using IndoBERTweet and BiLSTM on Twitter

Kemsimpulan : Penelitian sebelumnya jarang membahas bahasa campuran Indonesia–Inggris.
Solusi yang ditawarkan yaitu menggunakan dataset campuran dan model IndoBERTweet yang
dioptimalkan untuk bahasa Indonesia.
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Tahapan Penelitian
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Rancangan Penelitian
▪ Pengumpulan Dataset

Tweet Comment
Goblok ini Hoaxs ..Tolong Kalo Jadi Pendukung
Anies terus Jangan Gilak Bikan Hoaxs .. Tolong
@ DivHumas_ Polri ini ditindaklanjuti . 
https://t.co/5GtpY1FHCm

Gibran Datang ke Rumahnya Rocky Gerung: 
Saya Kasih Kopi Oke You Bicara Anak Muda! 
https://t.co/ewhKdZIGGa

Data penelitian ini diambil dari komentar pada
platform X dengan menggunakan API.
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Rancangan Penelitian
▪ Pelabelan Dataset

Tahap selanjutnya pelabelan data secara
manual.

Tweet Comment Label

Goblok ini Hoaxs ..Tolong Kalo Jadi 
Pendukung Anies terus Jangan Gilak Bikan
Hoaxs .. Tolong @ DivHumas_ Polri ini
ditindaklanjuti . https://t.co/5GtpY1FHCm

1

Gibran Datang ke Rumahnya Rocky 
Gerung: Saya Kasih Kopi Oke You Bicara
Anak Muda! https://t.co/ewhKdZIGGa

0

1 (bullying)

0 (nonbullying)
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Rancangan Penelitian
▪ Text Processing

Kemudian tahap text processing.

Tweet Comment Sesudah

Goblok ini Hoaxs ..Tolong Kalo Jadi 
Pendukung Anies terus Jangan Gilak Bikan
Hoaxs .. Tolong @ DivHumas_ Polri ini
ditindaklanjuti . https://t.co/5GtpY1FHCm

Goblok ini Hoaxs Tolong Kalo Jadi 
Pendukung Anies terus Jangan Gilak Bikan
Hoaxs Tolong ini ditindaklanjuti

▪ Pembagian Data

Data dibagi menjadi 3 yaitu data latih sebesar
80 % (8.752), data uji 10% (2.736), dan data
validasi 10% (2.189)



10

Arsitektur Model
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Pengujian ini menerapkan 3 scenario pengujian dengan variasi learning rate dan batch size. 
Skenario 1 sebagai baseline menggunakan learning rate 2e-5 dan batch size 16. Skenario 2 

meningkatkan learning rate menjadi 3e-5 dengan batch size tetap 16. Skenario 3 menggunakan
batch size 32 dengan learning rate kembali ke 2e-5. semua scenario dijalankan selama 50 epoch 

dengan data latih dan validasi yang sama.
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Evaluasi Model

Pada tahap evaluasi model, model yang telah dikembangkan diuji untuk menilai
kinerjanya. Proses evaluasi dilakukan dengan menggunakan confusion matrix, 

serta analisis kinerja model diukur melalui metrik evaluasi yaitu accuracy, 
precision, recall, dan f1-score.
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Skenario pertama

Skenario pertama menunjukkan
konvergensi yang stabil dengan training 
loss yang menurun tajam pada epoch 

epoch awal dan mencapai nilai hamper 
nol di epoch 10
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Skenario Kedua

Skenario kedua penurunan performa
menurun sehingga mengkonfirmasi

bahwa learning rate lebih tinggi
menyebabkan overshooting.
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Skenario Ketiga

Skenario ketiga menunjukan performa
meningkat sehingga mengindikasi

bahwa batch size lebih tinggi
menhasilkan model yang lebih baik

dalam mengidentifikasi kelas dengan
benar.



16

Skenario pertama
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Skenario Kedua
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Skenario Ketiga
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Kesimpulan: Penggunaan Batch Size 32 memberikan konvergensi paling stabil dan 
signifikan mengurangi False Negatives (lebih baik dalam mendeteksi kelas positif).
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Kesimpulan Akhir: Konfigurasi AdamW dan Cosine Annealing dipilih untuk
eksperimen selanjutnya karena performa maksimal dan fitur weight decay yang 
lebih efektif untuk regularisasi.



21

Kesimpulan Akhir: Pendekatan deep learning berbasis pre-trained language models 
terbukti secara signifikan mengungguli metode machine learning tradisional dalam
deteksi cyberbullying pada teks code-mixed. Model IndoBERTweet - BiLSTM mencapai
performa terbaik dengan akurasi 91.48%, unggul 13.3% dibandingkan SVM dan TF-IDF, 
sehingga lebih andal dalam memahami konteks dan makna implisit.
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